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This article describes a highly efficient packet access technol-
ogy for realizing the QoS (packet error rate and delay)
required by traffic data in the data link layer and physical

layer of broadband wireless access systems.

1. Introduction

Current cellular systems such as the Second-Generation
Personal Digital Cellular (PDC) system and the Third-
Generation Wideband Code Division Multiple Access (W-
CDMA) system are based on circuit switching, in which each
user is allocated a dedicated channel. This kind of system is
suitable for systems that provide mainly voice, video and inter-
active services. For the Fourth-Generation (4G) wireless sys-
tem, however, the future core network will be based on the
Internet Protocol (IP) and all traffic, including voice, video con-
ference, video streaming, file transfer and Web browsing, etc.,
will arrive in bursts of IP packets. Therefore, signal transmis-
sion using packet format is also desirable in the Radio Access
Network (RAN) as well. Furthermore, traffic data is transmitted
to the accessing user via a shared channel, common channel or
dedicated channel using the packet format. That allows the base
station configuration to involve a smaller scale of wireless cir-
cuitry than does circuit switching, which must provide trans-
ceiver modules for the respective users. We consider packet
based wireless access to also be suitable from the viewpoint of
flexibly providing various Quality of Service (QoS) levels (in
this paper, we define QoS as the allowable delay and the resid-
ual packet error rate), from low-speed data in voice communica-
tion to high-speed data at more than 100 Mbit/s over the same
air-interface. Therefore, efficient conversion of IP packets to
wireless packet is important to achieving shorter transmission
delay in the RAN, reduction of the required transmission power

and increased link capacity. Also, Automatic Repeat reQuest
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(ARQ) and channel coding are essential techniques for reducing
the impact of transmission errors in the RAN and achieving
high reliable packet transmission [1], [2]. Furthermore, it is
required the efficient packet allocation to multiple users using a
shared channel to improve the system throughput (i.e., increas-
ing the system capacity). Specifically, packet-scheduling tech-
nology for allocating the packet signals of multiple users to the
time slots of a shared channel is required in the downlink [3]-
[5]. For the up-link, the application of efficient packet access by
techniques such as random access, in which transmission of the
subsequent message data is reserved in the preamble and reser-
vation based packet access, in which a reservation packet is
transmitted in advance to reserve transmission slots for the sub-
sequent data packets, [6] are being considered.

[n this article, we explain essential technologies for efficient
packet transmission such as Hybrid ARQ (H-ARQ), downlink

fast packet scheduling and high-efficiency uplink packet access.

2. Signal Conversion in Data Link
Layer and Physical Layer

An example of the process of converting IP packets to the
radio packet frame in the physical layer is shown in Figure 1.
We first perform the following signal conversions to obtain the
full effect of ARQ control and channel coding in the data link
layer and the effect of efficient packet control before mapping
the IP packets to the radio packet frame in the physical layer.
The data link layer comprises two sub-layers, Radio Link
Control (RLC) and Medium Access Control (MAC). In the
RLC sub-layer, the IP packets are segmented into processing
units that are of a length suitable for retransmission control and
reordering processing. Also in the RLC sub-layer, control bits
(i.e., the flow control function and protocol error detection and
recovery) are attached as header information to RLC-PDUs
(Protocol Data Units), which are transferred to the MAC sub-
layer. In the MAC sub-layer, on the other hand, multiplexing
and separating the logical channel, assignment of correspon-
dence between logical channels and transport channels and pro-
cessing for priority control and scheduling are performed for
efficient packet transmission.

In the broadband wireless access system, the ARQ scheme
is applied in the MAC layer to minimize the transmission delay
in the RAN. Therefore, The control data (sequence number)
needed for retransmission and reordering control are added to
the RLC-PDU as the MAC header to form a MAC-PDU. MAC-
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ARQ in the MAC layer is an effective
technique because packet errors that occur in the RAN are effi-
ciently compensated with shorter control delay. This technique
is also employed in High Speed Downlink Packet Access
(HSDPA) based on the W-CDMA air-interface. In broadband
wireless access systems, ARQ in the MAC layer is also essen-
tial for attaining short delay. The configuration of the receiver
for H-ARQ with packet combining in the MAC layer is shown
in Figure 2. After decoding the received packet, packet error is
detected using the Cyclic Redundancy Check (CRC) code. If a
packet error is detected, the packet is not discarded but is stored
in the receiver. In the packet combiner block, the newly
received packet and the corresponding formerly received packet
stored in the receiver buffer are combined according to the
packet number reported by control channel. There are two main
methods being studied for retransmitting and combining the

packets in practical systems (Figure 3).

- Chase Combining Method (Type-I H-ARQ with Packet

Combining) [1]

After receiving the retransmission packet, the packet is com-
bined with the packet stored in the receiver buffer using
Maximal Ratio Combining (MRC) and error correction code
processing is performed. The Chase combining method can
improve the both Signal to Interference and Noise power Ratio
(SINR) of the received signal and decrease packet error.

- Incremental Redundancy Method (Type-II Method) [2]

After encoding the transmit data sequences with a coding
rate R’, punctured coding is performed according to elimination
rules that differ with the number of transmission times (The sig-
nal is encoded at rate R (> R’) and transmitted). Concretely,
after turbo encoding at rate R’, the data sequence is punctured
with a parity bit at fixed intervals, thus generating a data

sequence that is encoded at a rate R that is greater than R’.
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Figure 3 Principle of the packet combining type H-ARQ

Accordingly, an error correction decoding in a lower coding
rate than R at the time of transmission can be achieved by com-
bining the packet received the first time and stored in the receiv-
er buffer with the retransmission packet at the receiver, because
a coded sequence that is different from the first packet is trans-
mitted as the retransmission packet. That is to say, the incre-
mental redundancy method increases the coding gain by com-
bining packets, and can thus achieve a greater packet error
reduction effect than that in the Chase combining method.

The throughput performance for both H-ARQ and Adaptive
Modulation and channel Coding (AMC) is plotted as a function
of the average received E/N, (signal energy to noise power den-
sity ratio per data symbol) in Figure 4 [7], with the packet
combining scheme as a parameter. Here, the modulation scheme
and coding rate (Modulation and channel Coding Scheme
(MCS)) used in AMC are both optimized for each combining
scheme. Since the effect of AMC and the packet errors caused
mainly by errors in MCS selection depend greatly on the maxi-
mum Doppler frequency, f,, the performance is shown for f, =
20 Hz, at which the MCS selection errors are few, and for f, =
400 Hz, at which MCS selection errors are frequent. For f,= 20
Hz, the optimum MCS is selected for both methods, and there is
no striking difference in throughput between the Chase combin-
ing method and the incremental redundancy method. For f,=
400 Hz, on the other hand, retransmission caused by MCS

selection error increases, and we can see that the incremental
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Figure 4 Comparison of the Chase combining method and
the incremental redundancy method

redundancy method outperforms the Chase combining method.
This is because a large coding gain is obtained with the retrans-

mission in incremental redundancy method.

4. Fast Packet Scheduling in Downlink

The concept of fast packet scheduling in the downlink is
shown in Figure 5. The purpose of the fast packet scheduler is
to improve throughput at the base station while satisfying vari-
ous QoS requirements and maintaining fairness in packet allo-

cation among users . Accordingly, the scheduling method allo-
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cates transmission slots on the basis of the criteria described
below.

First, data packet QoS (especially for allowable delay) is
given highest priority. For example, the allowable delay for
Real-Time (RT) traffic such as voice and video is short, but the
allowable delay for Non-Real-Time (NRT) traffic such as data
downloading is long. Accordingly, services that involve traffic
of different QoS can be provided efficiently by giving higher
priority to the user having the traffic data with shorter allowable
delay.

The second priority factor is the type of packet, i.e., whether
it is a retransmission packet or initial transmission packet. That
makes it possible to reduce the increase in delay that accompa-
nies retransmission by giving higher priority to the user having
the retransmission packets.

The third priority factor is the radio channel condition of
each user. Generally, the Signal to Interference power Ratio
(SIR) is used as an indicator of radio channel conditions. In
mobile communication, the propagation circumstances vary
greatly, so improvement in throughput can be expected if condi-
tions for which the SIR received by the user is good are selected
and efficient multi-level data modulation such as 16QAM and
64QAM is used. In the broadband wireless access system, appli-
cation of adaptive array technology is an effective way to
increase coverage. Therefore, the beam pattern of directional
beam transmission is taken into account in packet scheduling
[8]. Thus, it is possible to increase the sector throughput by allo-
cating transmission slots to multiple users for which the beam
pattern does not overlap.

Specifically, packet scheduling is performed as described

Base station

below.

i) The packets for each user that arrive at the base station are
stored in a buffer for that user.

ii) Priority is given to packets on the basis of the allowable
delay for the type of traffic and according to the time of
storage in the buffer.

iii) In addition to the priority assigned in step ii), higher priority
is given to retransmission packets. Priority is controlled so
that packets that have particularly severe allowable delay
requirements are given highest priority.

iv) In addition to the priorities assigned in steps ii) and iii), pri-
ority is given on the basis of SIR values. Here, For RT traf-
fic data with a rigid delay requirement, precedence is placed
on faster transmission slot assignment based on the instanta-
neous received SIR over fairness of slot assignment for all
access users.

This is because data packets of RT traffic arrive at the BS
through an IP-based core network almost periodically, so the
transmission slots must be assigned to a larger number of access
users in descending order of the received SIR from the highest
within the required time delay. On the other hand, for NRT traf-
fic data with a lax delay requirement, the packet scheduler
assigns transmission slots taking into account a sufficient
degree of fairness for the slot assignment for all access users.
Two methods have been proposed for packet scheduling based
on received SIR, the maximum CIR method and the proportion-
al fairness method [3]. The Minimum Throughput Assured
Instantaneous-SIR (MTA-ISIR) method, which achieves a sec-
tor throughput close to that of the maximum CIR method while

maintaining the fairness among the access users, has also been
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Figure 5 Conceptual diagram for the fast packet scheduler



proposed [5].

The operating principle of the
MTA-ISIR method is shown in
Figure 6. Similar to the Maximum
CIR method, the MTA-ISIR method

basically assigns transmission slots

Qe $

with priority according to the instanta-
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Figure 6 Principle of the Minimum Throughput Assured Instantaneous-SIR method

Fig. 6). The scheduler assigns slots to
users on the basis of the weighted instantaneous received SIR,

Q... with priority given users with higher values. Here, the

value of Q. is expressed by Eq. (1).
0. for the users such as Q! >0,

Qi'= 0. _ (1)
Q.. —— for the users suchas Q' <0,

£ 5

In this algorithm, users for which Q:"_xc Q. are regarded as
having a average received SIR of Q,, so the opportunities for
slot allocation among such users are more or less equal, so slots
are also allocated to users whose average received SIR values
are small. Accordingly, the proportion of small average
received SIR users whose throughput is below the required
throughput can be reduced. On the other hand, preserving the
priority in slot allocation for users that have high instantaneous
received SIR makes it possible to improve peak throughput and
sector throughput compared to the proportional fairness method,
in which slot allocation is based on the ratio of each user’s
instantaneous received SIR to the average received SIR.

The slot allocation probability of the MTA-ISIR method is
shown in Figure 7 as a function of the normalized cell distance
from the cell site. The performances for the proportional fair-
ness method and the maximum CIR method are also shown as
references. The slot allocation probability is defined here as the

probability of a slot being allocated to a user that has data in the

base station buffer awaiting transmission. The MTA-ISIR
method allocates a higher ratio of slots to users that are closer to
the base station when Q, is low, and the allocation probability
decreases as Q, increases. For users that are in the region where
the normalized distance from the base station is large, on the
other hand, there is improvement in the slot allocation probabil-
ity relative to the maximum CIR method, and the amount of
improvement increases as Q, increases. We can also see that,
although the slot allocation probability decreases monotonically
as the distance from the base station increases when the MTA-
ISIR method is used, when the normalized distance is greater
than 0.6, the allocation probability is nearly constant. Thus, the
MTA-ISIR method maintain the fairness by implementing the
same slot allocation for users that are distant from the base sta-
tion as does the proportional fairness method, and throughput
that is near that of the maximum CIR method is achieved for

users in the cell neighborhood.

5. Efficient Uplink Packet Access Method

A configuration for packet access in the up-link is shown in
Figure 8.

When data that is to be transmitted is generated, the mobile
terminal first transmits a reservation packet, which contains
QoS information such as the allowable delay and residual pack-

et error rate in addition to the user ID, the data size of the data
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packet, the user/control data identifier, etc. It also includes data
on the state of the channel condition measured at the mobile ter-
minal. Based on the reservation packet from each user, the base
station performs reservation control (scheduling) and transmits
a reply packet to the mobile terminal. The reply packet contains
an access permission/denial identifier, scheduling information,
radio link parameters of the data packet, transmission timing
control information, etc. The mobile terminal transmits data
packets according to the contents of the reply packet. This kind
of control allows efficient packet access according to radio link
and traffic conditions.

Two methods for configuring the reservation packet are

being considered. One is to use layered signatures. The signa-
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Figure 7 Packet allocation rate
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tures comprise two layers. The lower layer signatures are uti-
lized for user identification and path search at the base station,
whereas the higher layer signatures convey reservation control
information [9]. This approach has the merit of not requiring
decoding processing because the signature detection and reser-
vation control data detection are performed at the same time,
and it is suitable for transmitting relatively short reservation
control information. The other method is to use the pilot and
data symbols. This method can transmit relatively long reserva-
tion control information and high reliable transmission can be
attained by application of channel coding.

For the uplink, an efficient packet access method in which
radio link parameter control is performed according to the
allowable delay has been proposed, as shown in Figure 9
[10],[11]. The mobile terminal informs the base station of the
allowable delay by means of the reservation packet, and the
base station controls the transmission power offset of the data
packets that correspond to the reservation packet. When the
allowable delay requirement such as for RT traffic is severe, a
large transmission power offset is applied to achieve small
delay. When the allowable delay such as for NRT traffic is rel-
atively lax, a small transmission power offset is applied, thus
reducing the total received E/N, (the signal energy per bit to
background noise power spectrum density ratio) by making use
of the time diversity effect of packet retransmission and com-
bining and so increasing the system capacity.

The computed total required average received E /N, for
error-free transmission is shown in Figure 10 as a function of

the transmission power
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becomes too small and the

received E,/N, becomes



NTT DoCoMo Technical Journal Vol. 5 No.2

Severe allowable delay requirement (RT traffic)

+Giving higher priority to packets with small allowable delay

sLarge transmission power offset applied to data packets

Large transmission
power offset

Transmission
power

s » t
Reservation packet Data packet
Lax allowable delay requirement (NRT traffic)
sReduction in required power (capacity increase) has priority
*Small power offset is applied to data packets and time diversity from packet combining is obtained
c Small transmission
2 power offset Data packet
G5 il ibod
1 4 o
cal  H.....¥......
m
'|_' (XN ]
2T ; t
Reservation packet <
WahY [
" »

Packet combining

Figure 9 Time diversity proposal

10 E
—@— 6 paths For error-free reception
—— 12 paths

s Maximum Doppler frequency 20Hz
@
el 9
2 ]
< Performance of conventional —":
= scheme without diversity
g
3 8
g
-]
£
3
o
£ 4
3
E

6

-6 -4 =2 0 2 4 6 8 10
[Transmission power offset (dB)]

Figure 10 Time diversity characteristics

large due to retransmission. Since the conventional scheme does
not control the power offset based on the allowable delay, a
large transmission power offset is used to satisfy the require-
ment of rigid allowable delay. In contrast to that, the proposed
method reduces the total received E/N; by 2 dB or more com-
pared to conventional methods by applying a 2-dB transmission
power offset to traffic that has relatively lax allowable delay
requirements. In that way, the proposed method can increase
system capacity while satisfying the respective allowable delay

requirements of the different types of traffic.

6. Conclusion

We described efficient packet access technology for achiev-
ing the QoS (packet error rate and allowable delay) required by
traffic data in the data link layer and the physical layer in a
broadband wireless access system.

In the future, we plan to test the effectiveness of this effi-
cient packet access technology in broadband channels through
laboratory and field experiments, verify the effectiveness of
hand-over, and evaluate the IP packet transmission perfor-

mance.
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ABBREVIATIONS |‘

AMC: Adaptive Modulation and channel Coding
| ARQ: Automatic Repeat reQuest

| CIR: Carrier to Interference power Ratio

| CRC: Cyclic Redundancy Check

H-ARGQ: Hybrid ARQ

HSDPA: High-Speed Downlink Packet Access
IP: Internet Protocol

IR: Incremental Redundancy

MAC: Medium Access Control

MCS: Modulation and channel Coding Scheme
MRC: Maximal Ratio Combining

MTA- [SIR: Minimum Throughput Assured Instantaneous-SIR
MUX: MUItipleXer

NACK: Negative ACKnowledgement

NRT: Non Real Time

PDC: Personal Digital Cellular

PDU: Protocol Data Unit

QoS: Quality of Service

RLC: Radio Link Control

RT: Real Time

SINE: Signal to Interference and Noise power Ratio

SIR: Signal to Interference power Ratio
W-CDMA: Wideband Code Division Multiple Access




