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the shortage of human resources.

1. Introduction

Nowadays, many media outlets provide simple
summaries of news articles to present the main
content to readers in an easy-to-understand manner.
However, summaries often have a limit on the num-
ber of sentences or characters due to the area con-

straint on media outlets, and manually condensing
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Nowadays, many media outlets deliver summaries of news, which helps read-
ers to understand news efficiently. However, manually writing a summary of each
news article requires specialized skills, and leads to the issue of securing the hu-
man resources. NTT DOCOMO has developed a multifunctional Al system for au-
tomatic news article summarization. This system generates summaries based on
the user’s intention, reducing the time required for summarization and addressing

y

news article into summaries with appropriate length
requires specialized skills, in addition to handling
large amounts of workloads. Therefore, it is nec-
essary to train staff for a certain period of time,
which is an issue from the standpoint of securing
human resources.

To address this issue, in recent years a variety

of automatic summarization systems using Al

All company names or names of products, software, and services
appearing in this journal are trademarks or registered trademarks of
their respective owners.

NTT DOCOMO Technical Journal Vol. 23 No. 4 (Apr. 2022)



technology, which can improve the efficiency of
summarization, have been released. Many of these
systems use extractive summarization or abstrac-
tive summarization techniques. Extractive sum-
marization extracts key sentences from the source
text, whereas abstractive summarization creates
new sentences by deleting or adding some words
or phrases from the source text. Examples of ex-
tractive summarization and abstractive summari-
zation are shown in Figure 1. The examples in all
figures are provided only in Japanese since our
system supports only Japanese at present.
Although having potential to generate high-
quality news summaries in a similar way as a hu-
man, abstractive summarization has the following
issues. Since some words or phrases are deleted
or added to meet the required length of the sum-
mary, conventional technology often generates the
summary with grammar errors. The summary may
also not satisfy length requirements even if sen-

tences are grammatically correct. In addition, many
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existing summarization systems do not have a func-
tion that takes into account keywords that the us-
er wants to include or exclude, nor a function that
visualizes the area of the source text from which
the summary is copied or the area in the summary
that is newly generated. As a result, with existing
summarization systems users cannot add constraints
to the summary content or efficiently correct gram-
matical errors in the summary, making them in-
convenient to use in actual operation.

To solve the above issues, NTT DOCOMO has
developed a multifunctional automatic summariza-
tion Al system that creates summaries in accord-
ance with the user’s intention. This system has
three features. First, the character length control
function creates summaries with a length of ap-
proximately 70 to 100% of the number of charac-
ters specified by the user. Compared with conven-
tional methods, the precision of character length
control and the quality of grammar of the summary

have been improved. Second, our system has a hint

RHEESEOXEEZTRRIEE.

SHENREBETLELE.

RHESEOXEEZTRRIIEE.

BHEOHRERFILEML TS,
SHRULIBESBER.

REESEOXEEZTRREIEE.

SEOEERBEREL:.

Extractive
summarization

BPEDREEFAEML TS,

RPEOREEFAEML TS,

SHRIIBVDER.

Abstractive
summarization

BHESEERAESEORSSEERE
L.
#hERIESBES.

Referenced area
I Generated area

Figure 1 Examples of extractive summarization and abstractive summarization
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function that allows users to set keywords to be
included or excluded in the summary in order to
efficiently generate summaries that meets the us-
er's purpose. The system also has a title function
that generates a summary that includes the con-
tent of the news article’s title. Third, the system
has the visualization function that highlights the
areas in the source text that are referenced to gen-
erate summarization and the locations of newly gen-
erated text, which helps users to correct the sum-
mary more efficiently.

This system can automatically generate opti-
mal summaries in terms of the number of charac-
ters and the content and allow the user to efficient-
ly revise the generated summary when the sum-
mary includes errors. Compared with manual sum-

marization and conventional summarization systems,

this system can reduce the time required for sum-
marization and addresses the shortage of human re-
sources.

In this article, we describe the prominent func-
tions of our automatic summarization Al system,
techniques for improving the system’s abstractive
summarization performance, and the results of

evaluation.

2. NTT DOCOMQ’s Automatic
Summarization Al System

2.1 Overview of System

NTT DOCOMO’s automatic summarization Al
system is composed of two systems: an extractive
summarization system and an abstractive summa-

rization system (Figure 2). Both systems use deep

Outputs summary
that includes/excludes
specified words and
phrases

Outputs
summary that

of the title

includes content

Controls the length
of output (hnumber
of characters,
sentences)

[(1) Hint function}

(2) Title function)

[(3) Character length control function}

Source text
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=
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Output
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Abstractive summarization
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abstractive summarization
Text area of newly generated
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Figure 2 Overview of NTT DOCOMO’s automatic summarization Al system
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learning®' and are equipped with the following func-
tions.

(1) Hint function: Adds restrictive conditions to
the content of a summary through keywords
and phrases specified by the user

(2) Title function: Generates summary that in-
cludes the content of the title

(3) Character length control function: Controls
the number of characters and sentences in
a summary

(4) Visualization function: Allows the user to
visually check source text that were refer-
enced to generate the summary and posi-

tions of newly generated text.

2.2 Hint Function

The hint function allows users to add restrictions
to the content of a summary by specifying keywords
or phrases they want to include or exclude. For a
news article, the information that different users
want to include in the summary, such as names

of persons, places, and company appearing in the
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article, is different. This function was developed to
generate summaries optimized for each user.

The system allows users to input multiple key-
words and phrases. Figure 3 shows an example of
how the summary changes based on the keyword
that the user wants to include in the summary.
Figure 4 shows an example of how the summary
changes when the user wants to exclude the key-
word suggested by the hint from the summary. In
this way, the system makes it possible to output
summaries that are closer to what users intend

through input of hints.

2.3 Title Function

The title function can improve the quality of
the summary by allowing the user to input the ti-
tle of source text. The quality of deep learning-
based summarization usually depends on the qual-
ity and quantity of the training data. When the
source text contains content that is not included in
the training data, the quality of the summary may
decline. We thus developed the title function. This

Specified
character
length

Source text

FTAYAAY TAL=TMEETEAFHR, KREL
FENRELz. H00FEHFENELEEZTMt, K
FHREFORFF2ENBREF/LELTVS. Hiho
BhSHICkdE, BEIY T ITIRENY I+
IWZFMESET ) VFMEIROM, EEEFBZ = A
2 a0—HothiEi EREHEICRY, EEOESHN
HATHEBARET D EM00FHENEZEEZT| 120
fz&WS5., ZOEEICKY, YT T JHEMBOY
*/ JLEETREFFE2ENBREFEILELEN, BH
SHITHEHRERN G E, REICEAT MAEIEREETL
TLnELTWa. F£#f-, FEORRAICOVT, Ehs
#HIFTOTRHELEEFROIFIZES FSTILEDR
AH%ERLTLNS. (294 characters)

Result of summarization without the keyword suggested
by the hint

FTAYAA) THL=F MR ET8RF®, KRELE
BENFRELE. BFEREATOD—EDHEL E LT
ICRU, HB005HENEEEZITLENS. F-, #8
DOREEIZDONT, BASHIETOTEHEGLLEEROISE
IZE#ES RS ITLEDRAERLTULS. (118 characters)

Result of summarization including keyword “EBR&{Z1t”

suggested by the hint

FTAUDAYTANL=ZTMEETEFR, KRELGE
BOFEL. COFEEBICLY, YT TTEMBOY >
A/ IJLVERETREFF2EARISFLLEDS, BHR
#HEHBFRERA G E, RLICHT IRMEITES TLVEN
& LTW%. (107 characters)

Keyword hint

Figure 3 Example of using hint function to produce abstractive summarization that includes hint

Deep learning: A type of machine learning that uses multi-
layer neural networks.
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function improves the quality of summaries by us- 2.4 Character Length Control Function
ing the title as a hint, which extracts important con- The character length control function allows
tent from the source text. As shown in Figure 5, the user to specify the number of characters in a
when the user specifies the title, the system gener- summary. Because the size of a summary display
ates a summary that includes keywords in the title. area in a news website or social media is limited,

Specified Result of summarization without excluding the keyword
Source text character suggested by the hint
length
R . FAVAN) IHN=TMEETEAF®R, KBELF
TAUVANY T N=T NG LTERFHE, KRR BARE LY. BEEATLI0O—BOMEA L RiEHE
FEENEELR. HB00FEENHEEZ T, R 2R, EEROESANZ TEEASKEET S EH300
FHARBFORFF2EMNRIFLLTNG. RO FEFEHIEZEEZ(F=E V5. (90 characters)
Btk dE, BERYUTAITHERY I
IW=ZTMEERET ) VT MEROM, EREBZ A
FOOQ—HOMEG ELEHEICKRY, BROESH — ; —
HZ TR ENARET B EHI0FHENSZELZ(T 100 Result of summarization excluding keyword “j$ %"
FEWS. COEBICEY, YUTF TTEBOY Y suggested by the hint
4/ IVRETERTF2ENRBELLEA BR FAUNNY THL=T M ETERFH, KRKLE
RFFMETEERN G E, T2ICET AMBEESETL EARE L. COREIZLY, YT TIESOY Y
BLhelTLs. Ff, FEORAIZOVT, BNR A/ ILVBERTREFFENRABLELELLN, BA
#HIFTOTEAELEETOIRITHES FSTILEDR #HiE, RLICETAREERETOAENE LTS,
A ZERLTULS. (294 characters) (100 characters)

Excluding keyword hint

Figure 4 Example of using hint function to produce abstractive summarization that excludes hint

Specified Result of summarization without specification of title
Input character

length

5 FAUAD YT AT MG ETEAFE, KIS
RS X2 - BT L1, (SEIEA TS 0 D— B & L
AEECCARRER. RERERARE R, EEROESAHZ CEEANREET 5% & 4300
= U, SHEOESAHA T

FAURHY T NZTHEETEAFR, KIS FRENFRERITI=E LS. (90 characters)

BENRE LI 13005 HEAEEES 1, B
FARETFORFFENERELL TS, B0
BNRHICLHE, BBEY T4 IABENY Tt
LFNERE 7 T+ MEBOE, EHE#E A

DM RRE RS, EBEOES K 100 Result of summarization with specification of title
HATEBIRET DL EN0FEHFNEZEEZIT

fz&EWS. COREBICKY, YT TTARBOY Y THAYARY T AHN=FTMNEETERF®R, KRELE
F/ IVREETIERFF2ENRIABLLEDS, EA BARELz. COEEIZKY, YT TTRBOY
S EHSERN G L, REICEATIMEIRESTL A/ JLVRETERFFE2ENRSFEL -1, EHNR
TWhELTWS. Ff-, FEOREICDOVT, ENs #HiF, RECAIIHEBEFEZTLVELELTLS.
#HIETFATEGELKEBROIZICHES FTTILEDR (100 characters)

HERLTULS. (294 characters)

Title-related keywords

Figure 5 Example of abstractive summarization that uses title function
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there is a maximum number of the characters in
the summary. This system thus is tuned so that
the summary is kept within 70 — 100% of the char-
acter length specified by the user. As shown in
Figure 6, when different character lengths are set
for the same source text, the system generates
summaries that satisfy the length requirement spec-
ified by the user. Using this function allows the
system to generate summaries of various lengths.
Besides the number of characters, the user can al-

so specify the number of sentences.

2.5 Visualization Function

The visualization function allows the user to
view the areas of the source text that are refer-
enced to generate a summary and the positions of
newly generated text in the summary. Existing

automatic summarization Al systems do not show
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the areas of the source text that are referenced in
the summary. As a result, it is time-consuming for
the user to compare the source text and the sum-
mary to confirm whether or not the summary in-
cludes important content from the source text and
whether or not the grammar of the generated sen-
tences is correct. We therefore developed the vis-
ualization function, which highlights the areas of
the source text referenced by the system to gen-
erate the summary and the positions of newly gen-
erated text. This function thus allows the user to
efficiently compare the source text and summary
result. As shown in Figure 7, the generated sum-
mary correctly mapped the phrase “JE-FJH23EH
2R to the areas in the source text where it
occurred even several times. Newly generated text

is also correctly visualized.

Specified
Source text character Summarization result
length
FAVAAY I+ IL=TF M ETEEFR, RKRELEBENIFEELE. &
0B EHFEAFEEZZ (T, FFHAREFOREFF2EABRIZFLLTL — A 1
5. BHOBNRUEHE, BEES LT TIRED Y I+ IL=T WA AR A Rt
BET Y T NEROM, EFESE A S 00— EHOMEL E RIS Ui, BEEAES D50
kU, BEROESNHEZ TEFINRET 5 EN00GEHFENZEEZIT 80 1&1555;;;%!'&/0’ %,‘]35'075
EVS. COEEBIZEY, YT« TTRMBOY UL/ T UERTIERFF R A B (1 & 15
2EARBELLIA, BASHEIRAERAGE, RLCHET HRELE (70 characters)
ETLVELELTWS. Ef, EEORREIZONT, EARMETOTIRA
CEBRDIZICHES S TILEDRAEETRLTILVS. (294 characters)
FAUNAYTFN=THEETIRF S, RRMEEEANRE L. T i e e
300AHENFZEEZ T, RFAXERORFF2EATAEFELELTY Ut F%(i}jF;:;‘_ﬁm
5. BDBEASHICEDE, BEEY VT IIRENY T+ LT INE 1&15,—2'?‘;&%’&[‘&& BEE%(D
BET UV MEBOM, EEEBZ -4 F 3 O—EBOME E RIS ESAE R T A R B2
RU, BEOESANHEZ CERENRET 54 EH00FHENEEE R+ 160 g%@%ﬁgiﬂémw_ >
EWS. COBBICEY, HUT 4 ITEBOY A/ T LRETIREFF 05 f EEOREoLT
2ENBABLELED, EhsuEmatRng E, RL2(CEY HMELE %;Aﬁ-l’i?‘ l:l'c:(t:tf*z &"EFE
ETLVBLELTLS. &, FEOREISONT, BhSHETFOTEA DIEI S RS eDas
CEEBFMDIZBICHES S TILEDRAZERLTLVS. (294 characters) 7 LTS, (136 characters)
Extracted position

Figure 6 Example of abstractive summarization that uses character length control function
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Source text Summarization result

FAYVAAY IAL=TINEETEEFH®R, KRBELEEN/HEELE. B
300G tHHENFEEZITMt, BFAXREFROEFF2ENBREFLLT
W3 BOBARKEICKDE, BEFY T IIREHY THIL=T
MEEE 7 VHNBESOMm EREEI- AR a0—HOMELE R
BHEIICRY, EROESHIEATEENRET 50 L300 HENEZE
205, SOBREBICKY, YT TTRMOYF/ TLRKE
TIREFF2ENZEEL LD, BEhettEhstERhGE, RLICHE
FTHMBFRETCLEVNELTWS. T, EEORRAICOVNT, BHE

BROU I+ L=7MaETRFR, AR
BEEENAKELE. COEEICLY,

YT TIRMBOY A/ TJURET
[TRFF2ENBIEEFELLED, EHhSH
[EateeRnhA L, REICEAT SMREIE
EETLENLELTLS

#HETOTRELLEBEROIRIHES FSTILEDRAERLTNS.

Area of source text referenced by
abstractive summarization
I Position of newly generated text

Figure 7 Example of visualization of text areas referenced for summarization and position of newly generated text

3. Methods for Improving Quality
of Abstractive Summarization

3.1 Overview

Normally, the training of a deep learning-based
summarization model uses a large amount of pair
data of source text and human-created summaries.
However, manually making summaries is time-
consuming and costly.

Instead of requiring a large amount of prepared
data, NTT DOCOMO'’s automatic summarization
Al system improves the performance of the sum-
marization model by using summaries containing
errors generated mechanically from pair data con-
sisting of source text and summaries as well as
large amounts of source text data without correct
summaries. It also uses compressed sentences from
which extraneous information has been removed.
Specifically, we introduced original technologies in
the areas of grammar, non-redundancy, fluency,
and character length control, as shown in Figure 8

below. As a result, the system achieved greater

performance compared with conventional methods.

(1) We generate sentences with grammatical er-
rors mechanically and use reinforcement learn-
ing to reduce grammatical errors.

(2) We generate summaries with redundant con-
tent mechanically and deploy contrastive learn-
ing”? to reduce redundancy.

(3) We implement pre-training to improve flu-
ency by using a large amount of source text
data.

(4) We deploy a sentence compression model
trained using compressed sentences to con-

trol character length.

3.2 Grammar

Grammatical mistakes occur especially when
summarizing patterns of word combinations that
are not included in the training dataset. The cause
is the use of “teacher forcing” algorithm [1], a tech-
nique widely used when training a deep learning
model to generate text. In text generation using

deep learning, the last generated word is used to

*2  Contrastive learning: A machine learning technique that in-
creases the accuracy of the model by training the model to
learn that the distances of features in similar data are closer
than the distances between features in dissimilar data.
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arng ST
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1

- Deployed technology

Improved points

Figure 8 Summarization system’s improved areas

generate the next word. Many incorrect words
are generated in the initial stage of training, and
teacher forcing can make training more efficient
by directly inputting correct words into the deep
learning decoder®® instead of using the words pre-
viously generated by the model. In such training,
because the model learns the next word to be gen-
erated for a specific word, word-level rather than
entire sentence-level training is performed.

The issue is that even though the correct word
is given during training, when generating a text
using an unknown sentence, the text is generated
using the word generated previously output by
the model instead of the correct word. Therefore,
once an erroneous word is generated, the model
generates text that includes semantic and gram-

mar errors.

*3 Decoder: In a multilayer neural network that takes input text
and outputs new text, the part that receives text as input and
converts it to feature values is called the Encoder; the part
that generates new text by using the feature values output
by the Encoder is called the Decoder.

To address this issue, NTT DOCOMO’s auto-
matic summarization Al system incorporates rein-
forcement learning. Reinforcement learning trains
an intelligent agent through feedback between the
agent and its environment, which provides the agent
with rewards. While this technique is generally used
in fields such as robotic control, in recent years it
has also been used in the field of natural language
processing [2]. In our system, reinforcement learn-
ing is composed of the following elements:

e Agent: The summarization model

e Environment: Discriminator that recognizes

whether a given sentence is grammatically
correct

e State: Summarization result

e Action: Generation of next word

e Reward: Score of grammatical correctness

NTT DOCOMO Technical Journal Vol. 23 No. 4 (Apr. 2022)



(recognition result of by the discriminator)

By training the summarization model so that it
gains the most reward through the action of gen-
erating summaries, in other words, by training the
model to generate as few grammatical errors as
possible, we developed a summarization model that
produces fewer grammatical errors compared with

conventional methods.

3.3 Non-redundancy

In this article, “redundancy” means that seman-
tically identical content is repeated within the same
sentence or across multiple sentences. Deep learn-
ing-based text generation models have been ob-
served to have the issue of generating summaries
that include redundant content [3].

NTT DOCOMO’s automatic summarization Al
system thus uses contrastive learning to address
this problem and improves text generation per-
formance. Contrastive learning is a technique for
improving the accuracy of a model by training it
with three datasets: an anchor dataset, positive ex-
amples, and negative examples. During training, the
model learns features, considering distances be-
tween the feature values of the anchor dataset and
the positive examples as closer than the distances
between the feature values of the anchor dataset
and negative examples. In the NTT DOCOMO’s au-

tomatic summarization Al system, anchors are the

summaries generated by the summarization model.

Positive examples are correct human-created sum-
maries, and negative examples are incorrect sum-
maries in terms of redundancy, with the same words,
phrases, and sentences repeated mechanically.

By training the model using negative, erroneous

_ Multifunctional Automatic News Article Summarization Al System for Efficient Summarization

examples in terms of redundancy, we developed a
summarization model that generates fewer redun-
dant sentences compared with conventional sum-

marization methods.

3.4 Fluency

In this article, “fluency” expresses the quality
of combinations of words and phrases being cor-
rect. In actual use, our system may receive as in-
put source text that contains combinations of words
that are not included in the training dataset. In
such a case, conventional methods may generate a
summary with a combination of words that contains
wrong usage while being grammatically correct.

To address this issue, NTT DOCOMO’s automat-
ic summarization Al system conducts pre-training
on word combinations using a large amount of
text, resulting in improved fluency in the summa-

rization model.

3.5 Character Length Control

The most common technique for character length
control is to choose the output result with the ap-
propriate length based on rules when conducting
a beam search® in the process of generating a
summary. In such a rule-based method, grammat-
ical correctness and the degree of pertinence are
not fully considered when selecting an output with
an appropriate length. It is thus easy to output a
summary that, while close to the length specified
by the user, contains grammatical errors or strays
from the main subject of the source text [4].

To address this issue, NTT DOCOMO'’s char-
acter length control function inputs the summary
length information to the model as a feature value*®

in order to optimize the model to simultaneously

*4  Beam search: In this article, refers to the selection of multiple
candidate words output by the neural network based on their
scores, resulting in several summarization result candidates.

*5  Feature values: Values extracted from data, and given to that
data to give their features.

NTT DOCOMO Technical Journal Vol. 23 No. 4 (Apr. 2022)
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learn grammar, pertinence, and length. In addition,
as a post-processing technique, a text compression
model is applied to reduce the number of characters

in the summary. If the output exceeds the charac-

and their human-created summaries, provided by
the Nippon Television Network Corporation, as the
dataset for training and evaluating our system'’s

abstractive summarization model.

ter length specified by the user, the system can
4.2 ROUGE Evaluation

Figure 9 shows how each metric of Recall-Oriented
Understudy for Gisting Evaluation (ROUGE) is cal-

culated. ROUGE evaluates the comprehensiveness

compress the summary to the appropriate length.

4. Evaluation of Performance of
Abstractive Summarization

(recall) of a summarization by comparing with a

4.1 Dataset correct summary (reference). ROUGE is the most
We used a dataset of about 180,000 news articles widely used metric for evaluating summarization
Number of unigrams in Reference matching Summa 16
ROUGE-1 (Recall) = J o= J Y =D —ps
Number of unigrams in Reference 20
summary [#% | & |SE| < [2x| & (9% o [Bs|sE[ 2z || L || . |
Reference| 8% | & |5E| @ 28 z =0 |ax|  [&#28]|  [s5| o 85|58 # (&g L [ ] . |
< > . . )
N 3 13 )
Y
20
___ Number of bigrams in Reference matching Summary 12
ROUGE-2 (Recall) = Number of bigrams in Reference T2 T 0.6
Summary |B% | B |RE T [RE| & |[$E| 0 |&&|RE| & |[@#K%| L | =
B |fRE| T ®R| X |9€| 0 |5 |KE| & |#&%| L | =
Reference |84 | B |KE O #& % 2 |E=R| & &E2 SE| O |RE|JE| & |@B%| L | =
B |SE| 0 #& % 21t ®BR| I &2 SE| 0 | BE|RER| & |@%| L | =
%_l \_V_I \ v J
N 2 1 9 )
Y
20
Number of words in Reference with longest continuous match in Summa 9
ROUGE-L (Recall) = 2 L= =045
Number of all words in Reference 20
Summary B & SE T Em & [9£| o [Bm|ss| g (@]l L[] |
Reference 4% & SE O ®% % 200 %% & B2 . |9f| o [@s|sg| s |eg| L[ =] . |
N 9 J
Y
20
|:| Matched area

Figure 9 ROUGE metrics calculation methods
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by comparing the similarity of text generated by
a model with the reference text [5]. ROUGE-1 and
ROUGE-2 represent the degree of overlap of uni-
grams*® and bigrams*’, respectively, between the
generated text and the reference text. ROUGE-L
measures the degree of overlap using the length
of longest common text fragment. For all ROUGE
metrics such as ROUGE-1, ROUGE-2, and ROUGE-
L, the higher the score, the greater the degree of
overlap between the two texts, and the greater
the performance of the text generation model.
Table 1 shows the evaluation results of
NTT DOCOMO’s summarization system using 3,000
texts from Nippon Television Network Corporation’s
dataset. We compared our summarization model
with Lead-3, which takes the first three sentences
of the source text as the summarization result, as
well as TextRank [6], SumBasic [7], LSA (Latent
Semantic Analysis) [8], Submodular [9], and PGN
(Pointer Generator Network) [3]. TextRank, Sum-
Basic, LSA, and Submodular are extractive summa-
rization techniques and extract the three most im-
portant sentences in the source text as the summa-

rization result. PGN is an abstractive summarization
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technique. The summary closest to the character
length of the most correct summary in beam search
results is evaluated as the final summarization re-
sult. Compared to these summarization methods,
NTT DOCOMO’s automatic summarization Al sys-
tem achieved higher ROUGE scores, indicating that
it generates summaries close to correct, human-

created summaries.

4.3 Human Evaluation
One of the disadvantages of ROUGE evaluation
described above is that it cannot evaluate gram-
matical mistakes and semantic redundancies. Thus,
a person whose native language is Japanese eval-
uated summaries using the following four criteria.
Each criterion was evaluated on a 4-point scale, with
4 being the highest score.
(1) Grammar: Few grammatical mistakes in the
summary
(2) Pertinence: The generated summary covers
the main content of the source text
(3) Non-redundancy: Semantically identical words,
phrases, and sentences are not repeated in

the summary

Table 1 Results of ROUGE evaluation

ROUGE-1 ROUGE-2 ROUGE-L

Lead-3 74.46 63.89 72.48

TextRank 64.06 50.07 60.16

SRTEGINTE SumBasic 64.49 49.18 58.38
summarization

LSA 62.28 46.48 56.85

Submodular 55.41 36.91 47.41

. PGN 79.25 70.36 77.45

SUTMMEFEHIE NTT DOCOMO 84.49 76.47 81.80

*6  Unigram: A string of n consecutive words is called an n-gram.
When n is 1, the string consists of only one word.
*7  Bigram: A string of two consecutive words.
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(4) Fluency: The flow from word to word and
sentence to sentence is smooth in the gen-

erated summary

Table 2 shows the average scores of human
evaluation of 100 summaries produced from the
evaluation dataset by NTT DOCOMOQO’s automatic
summarization Al system and PGN. An additional
score on a 4-point scale is calculated for each sum-
mary’s character length; the criteria for each score,
based on attainment of the specified character
length, are given in Table 3. This score is calcu-
lated for each generated summary, and the aver-
age of all the scores is added to the last column
“Character length” in Table 2. The results of Table 2
show that NTT DOCOMO’s automatic summariza-
tion Al system scores higher than the PGN method

in all evaluation metrics, indicating that it gener-
ates higher-quality summaries. Note that our sys-
tem’s automatic summarization takes about 1 sec-
ond for extractive summarization and 10 seconds
for abstractive summarization. These performanc-
es are much faster than human summarization,

which requires several minutes.

5. Conclusion

In this article, we described the functions, tech-
niques, and performance of NTT DOCOMO’s au-
tomatic summarization Al system. NTT DOCOMO
has developed the following functions to realize a
system that easily outputs summaries according
to the user’s intentions: a hint function, which al-

lows the user to specify hints when summarizing;

Table 2 Results of human evaluation

Grammar X
pertinence
PGN 2.82 2.40
NTT DOCOMO 3.85 3.53

Subject matter

Number of
Non-redundancy Fluency characters of
summary
3.89 3.06 3.25
3.92 3.84 3.89

Table 3 Score related to number of characters of generated summary

Range of the number of characters in summary
0.7XL=8S=10XL

06XL=85<0.7XL
or
10XL<S=11XL

05XL=5<0.6X%XL
or
1TAXL<S=12XL

S<0.5X%XL
or
12X <8

L: The number of characters specified by user

S: Character count of summary generated by the summarization model

Score

4
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a title function, which allows the title to be used in
summarizing; a character length control function,
which controls the number of characters and sen-
tences in a summary; and a visualization function,
which helps the user to view the areas of text
referenced in the source text and the positions of
newly generated text. To solve issues related to
grammar, non-redundancy, fluency, and summary
character length control, we deployed techniques
such as reinforcement learning, contrastive learn-
ing, and pre-training; these techniques led to im-
provement of performance. As the results of per-
formance evaluation show, our automatic summa-
rization Al system greatly outperformed conven-
tional methods in ROUGE metrics and human eval-
uation. NTT DOCOMO’s automatic summarization
Al system can reduce the time required for sum-
marization and address the shortage of human re-
sources. We will continue to improve the perfor-
mance of existing functions and develop new func-
tions to respond to issues experienced in actual ser-
vice and realize an even higher-performing auto-

matic summarization Al system.
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